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Recent autonomy experiments conducted on Earth Observing 1 (EO-1) using the Autonomous Sciencecrafi 
Experimezt (ME) flight s o h m e  has been used to classify key features in hjgperspectral images captured by 
EO-1. Futhermore, anaiysis is performed by t h ~  software onboard EO-1 and then used to modi@ the 
operational plan without interaction from the ground. T’hs paper will o m h e  the ovaall operations concept 
a d  protide some details and examples ofthe onboard science processing, science analysis, and replaiiing. 
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1. rnrnODUCTION 

In 2004, d e  ASE running on the EO-1 spacecraft has demonstrated several integrated 2utonomy technologies to 
enable autonomous science. Several science a l g o i i k  iacluciing: onboard event detection, feature detec3on, change 
!Ict:;?cm and unusualness detecticn ase being .xed to analyze science data. These a l g o i i t h  are w.ed to don-dmk 
science data only on change, and detect features of scient&c interest such as volcanic eruptions, sand dune migation, 
gowth and retreat of ice caps, cloud detection, and crust deformation. These onboard science algorithms are inputs to 
inboard decision-malang algorithms that m o w  the spacecraft observation plan to capture high value science events. 
This new observation plan is then executed by a robust goal and task oriented execution system, able to adjust the plan 
to succeed despite run-time anomalies and uncertainties. Together these technologies enable autonomous goal-directed 
exploration and data acquisition to maximize science return. This paper describes the specifics of the ASE and relates it 
to past and f a m e  flights to validate and mature this technology. 

The ASE onboard flight software includes several autonomy software components: 
0 Onboard science algorithms that ana!>ze the iinage data to detect trigger conhtions such as science events; 

“interesting” features, changes relative IO previous observations, and cloud detection for onboard image 
masking 
Robust execution management software using the Spacecraft Command Language (SCL)‘ package to 
enable event-driven processing and low-level autonomy 
The Continuous Activity Scheduling Planning Execution and Replaming (CASPER)’ sofiware that replans 
activities, including do- based on science obsenrations in the pretious orbit cycles 

0 

The onboard science algorithms analyze the images to extract static features and detect changes relative to previous 
observations. This software has already been demonstrated on EO-1 Hyperion data to automatically identie regions of 
interest including land, ice, wow, water, and thcmAy bat =cis. R e p e ~ t  i ~ z g c r y  csing these algefi+Lm can detect 
regions of change (such as flooding, ice melt, and lava flows). Using these algorithms onboard enables retargetmg and 
search, e.g., retargeting the instmment on a subsequent or3it cycle to identi@ and capture the full exTent of a flood. 

EO-1 has been used to flight validate the ASE flight s o h a r e  with the long-term goal of using this s o h a r e  on 
fume interplanetary space missions. On these missions, onboard science analysis m i l l  enable capture of short-hied 
science Fhenomena. In addition, onboard science malysis wi!I enable Zata to be captured at d e  h e s t  *be-scales 
uithout o \ w w h e h g  onboard memory or domrnlmk capacities by v a - ~ g  the data collection rate on the fly. Examples 
include: eruption of volcanoes on Io, formation of jets OG comets, and phase transitions in ring systems. Generation of 
derived science products (e.g.. boundary descriptions, catalogs) and change-based ir;,ggering will also reduce data 



volumes to a manageable level for extended duranon mssions that study long-term phenomena such as aimosphenc 
changes at Jupiter and f lemg and c r a c h g  of the ice crux on Europa. 

The onboard planner, C-kSPER generates msjion operanom plans from goals provided by the onboard science 
analysis module The model-based pla~lruns algorithms enable rapid revonse to a wde range of operaaons scenanos 
based on a deep model of spacecraft comamts.  mcludmg faster recovery from spacecraft anomahes The onboard 
plannp,r accepts as mputs the science and en,peenng goals and emures lush-level pod-onented behavior 

The robust execution system S C L ,  accepts d e  C-LSPER-derived plan as an input and expands the p’an mto low- 
level commulds. S C L  momtors the execution of the plan and has the flexiiility and knowledge to perform event driven 
commanding to enable locd improvements in execution as well as local responses to anomalies. 

J 

Figure 1. Autonomous Science Mission Concept 

A typical -4SE demonstration scenario involves monitoring of active volcano regions such as Mt. Ema in Italy. (See 
Fig. 1 .) Hyperion data have been used in ground-based d y s i s  to study this phenomenon. The ASE concept is applied 
as follows: hitially, ASE has a list of science targets to monitor that have been sent as high-level goals ffom the 
I srround. A4s part of n o m 1  operations, C A P E R  generates a plan to monitor the targets on t h l s  list by periodically 
imaging them aith the Hyperion instrument For volcanic studies, the R and near IR bands are used. D m g  execution 
of this plan, the EO-1 spacecraft images Mt. Etna with the Hyperion instrument. The onboard science a l g o n t h  
analyze the image and detect a fresh lava flow. Based on this detecdon the image is doaalinked. Had no new lava flow 
been detected, the science s o h a r e  would generate a goal for the planner to acquire the next highest priority target in 
the l i s t  of targets. The addition of this g o d  to the current goal set triggers CASPEK to mod@ the current operations 
plan to include numerous new activities in order to enable the new science observation. The SCL sofiware executes the 
CASPER generated plim in conjunction with several autonomy elements. This cycle is then repeated on subsequent 
observations. 

2. TEE EO-1 MISSION 

Earth Observing-1 (EO-1) is the first satellite in NASA‘s New Mdlennium Progam Earth Obsening series’. The 
primary focus of EO-1 is to develop and test a set of advanced technology land ha-& instruments. EO-1 was 
launched on a Delta 7320 from Vandenberg .4u Force Base on November 21, 2000. It was inserted into a 705 km 
circular, sun-synchronous orbit at a 98.7 degrees inclination. This orbit allows for 16-day repeat tracks, with 3 over 
fligh+s per 16-day cycle with a less than 10-degree change in ilewing angle. For each scene, 13 to 48 Gbits of data fiom 
the Advanced Land Imager (ALI), Hyperion, and Atmospheric Corrector (,4C) are collected and srorec! on the on3oard 
solid-state data recorder. 



EO-] is currently in extended mission, haviog more +h acheved its ori_ginal technology yalidation goals. -4s an 
exaq le ,  over 18,000 data collection events have been swcessfully completed. against original success cntena of 1,000 
data collection events. The ASE desmied in this paper uses the Hqperion h y e r  spectral inshment. The Hyperion is a 
high-resolution imager capabie ofresoiving 230 spectral bands (from 0.4 to 2.5 um) ~ i r h  a 30-meter spatial resolution. 
The insuument images a 7.7 km by 42 Itm land area per image and provides detailed spectral mapping across all 210 
channels nith high radiomemc accuracy. 

Tne EO-1 spacecraft has two Mongoose M5 processors. The first M5 is used for the EO-1 command and data 
handling functions. The other M5 IS part of the W . W  (Kideband Advanced Recorder Processor}. a large mass Soiage 
device. Each M5 runs at 12 M H z  (for -8 MIPS) and has 156 _zIB RAM. Both M5's iun the VxWorks opeiabng system. 
The ASE software operates on the WARP M5. h provides an added level of safety for the spacecraft since the -4SE 
software does not nm on the main spacecraft processor. 
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3. ALTOSOMY S O ~ ~ A R J ~  ARCHITECTGRE 

The autonomy software on EO-1 is organized into a traditional three-layer architecture' (See Fig. 2.). .4t the highesr 
level of abstraction, the Continuous Activity Scheduling Planning Execution and Replaming (CASPER) sofh7are is 
responsible for mission planning functions. CASPER schedules science activities while respecting spacecraft operations 
and resource constraints. The duration of the planning process is on the order of tens of minutes. CASPER scheduled 
activities are inputs to the Spacecraft Command Lanapage (SCL) system, which generates the detailed sequence 
commands correspondmg to CASPER scheduled activities. S C L  operates on the several second timescale. Below SCL, 
the E-0-1 flight software is responsible for lower level control of the spacecraft and also operates a full layer of 
independent fault protection. The interface from SCL to the EO-1 flight software is at the same level as ground 
generated cormnand sequences. The science analysis soware  is scheduled by CASPER and executed by SCL in a batch 
mode. The results from the science analysis software result in new observation requests presented to the C-4SPER 
system for integration in the mission plan. 

a s  layered architecture was chosen for two principal reasons: 

1. The layered architecture enables separation of responses based on timescale and most appropriate 
representation. Tine fiight s o h a r e  level must implement control loops and fault protection and respond 
very rapidly. S C L  must respond quickly (in seconds) and perform many procedural actions. Hence SCL 
uses as its core represeDtation scripts, rulesi and database records. CASPER must reason about longer-term 



operabozs. state, and resource constlraints Because of its tme latency, it can afford to use a mostly 
declara~ne artli5cd mtefigence p!anner~scheduler rqxesentmon. 
The layered archrtecture enables redundant qlementarion of cnncal h c n o n s  - most notable spacecraft 
safe%- collstraint checking. 31 the cieslp of our sp2~ecraft agent model. we mpiemented spacecraf: safety 
constiaints 1z1 all levels where feasible 

2. 

I Set of Tasks 

Each of the s o h a r e  modules operates at a separate YxWorks operating system priority. The tasks are shown below 
m Table 1 decreasing priority. The ASE to flight softslme bridge is the task responsible for reading the real-me 
flight sofkvare telemety stream, ex3ractjng pertinent data, and &g it accessible to the remainder of the ASE 
software. The Band S-pjng task reads the science data from d e  onboard solid-state recorder and e&acts a small 
porzion of d e  science data (12 bands of Hyperion data) to RAM. The science analysis software then operates on d e  
extracted data to detect science events. 

Rationale for Priority 

It is word noting that OUT thee-layer architecture is designed to scale to multiple agents. Agents communicate zt 
either the planner l e ~ l  (via goals) or the execution level (to coordinate execution). 

SCL I Lowest level autonomy. closes ashtest loops 
j Responds rn tens of m u t e s  tmescaie 1 CASPZR 

We 110x7 descnie each of the m c h i i e m d  components in furrher detail. 

4. OhBOARD SCIENCE AYALYSIS 

The fist  step in the autonomous science decision cycle is detection of interesting science events. In the complete 

Thennal anomaly detection - uses ida red  spectra peaks to detect lava flows and other volcanic activity 
(See. Fig. 3a.) 
Cloud detection’ - uses intensities at six different spectra and thresholds to identify likely clouds in scenes. 
(See Fig. 3b.) 
Flood scene classification - uses ratios at sexml spectra to identify signatures of water inundation as  ell 
as vegetation changes caused by flooding. 
Change detection - uses multiple spectra to identiff regions changed from one image to another. This 
t e c h q u e  is applicable to many science phenomena including lava flows, flooding, freezing and thawing 
and is used in conjunction wid cloud detection. (See Fig. 3c.) 
Generalized Feature detection6 - uses trainable recognizers to detect such features as sand dunes and wind 
streaks (to be flown). 

exTerimenf a number of science analysis technologies havf: been flown including: 

* 

Figure 3a shows both the visible and the infrared bands of d e  same image of the Mt. Em volcano in Italy. The 
inkared bands are used to detect hot areas that might represent fresh lava flows pithin the image. In this picture, these 
hot spots are circled with red dotted lines. n e  area of hot pixels can 3e compared %<th the co i i t  of hot p&lj &om a 
previous image of the same area to determine if change has occurred. If there has been change, a new image m@\t be 
tnggered to get a more detailed look at the eruption. 
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Figure 3% Thermal A n o d i e s  associated ai& .rolcmo actiwq 
at Mt. Ema, visual spectra at left and infia-red at right 

3gure 3b. Cloud Detection of a Hyperion Scene - visuai 
mage at left, grey in the image at right indicates detected 
:loud 

~ 

-igure 3c. Change Detection Scenes indicat;ilg Ice i3rsahp 
n t te Larsen Ice Shelf ,4ntaxtlca 

Fi,me 3b shows a Hyperion scene and the results of &e cloud detection algorithm. This MIT Lincoin Lab developed 
algorithm is able to discriminate between cloud pixels and land pixels withm an image. Specifically, the grey area in the 
detection results is cloud while the blue area is land. The results of this algorithm can be used to discard images that are 
too clondy. 

Figure 3c contains 4 images. The top two are detailed Hyperion images taken of the Larson Ice Shelf in AntA-ctica 
on 4/6/2002 and 4/13/2002. A large change in the ice shelf is seen in comparing the images. The bottom 2 images are 
results of the land-ice-water detection algorithm. The white area ofthe image is ice and the blue area is water. The ice 
and water pixels can be counted and compared witb the second image to determine if change has occared. If change is 
detected, the image can be donalinked and further hages  of the area can be p lmed .  

The onboard science algorithms are limited to using 12 bands of the Hyperion instrument. Of these 12 bznds, 6 are 
dedicated to the cloud detection algorithm. The other six zre varied depending on which scierice algorithm is used. The 
images used by the algorithm are "Level 0.5," an intermediate processing level between the raw Level 0, and the frilly 



ground processed Level 1. Each of the science algorfthms except the generalized feature detection use simple threshold 
checks on the spectral ban& to classift- the pLxels. 

iniiial experiments used the cioud detection triggers. The &li ' I '  Lmcoln Lab developed cloud detection algorithm 
uses a combination of spectral bands to d i s w i a t e  between clouds and suface features. The HyTerion Cloud Coyer 
(HCC) algorithm was run on all images acquired during *4SE experiments. In the event of hgh cloud cover, the image 
could be discarded and a ne-' goal could be sent to CASPER to reimage the area or image another high priority area. 
Images with loa. cloud cover can either be domalinked or analyzed faster by other ASE science a igodms.  

The P L  developed thermal anomaly algorithms use the infrared spectral bands to detect sites of active volcanism. 
There are two &Berent algorithms, one for day*e images and one for nighttime images. The algorithms compare d e  
number of thermally active pixels wihin d e  image with the count from a previous image to determine if new volcanism 
is present. If no new volcanism is present, the image can be discarded onbozd. Otherwise? the entire image or the 
interesting section of d e  image can be domdinked. 

The University of -4rizona develuped flood scene classification algorithrn uses multiple spectral bands to 
differentiate between land and water. The results of the algorithm include are cornqared aith land and water counts 
from a previous image to detennine if flooding has occumd. If si,&cult flooding has been detected: the image can be 
downlinked In addition, a new goal can be sent to the C-GPER planning sofixare to image adjacent regions on 
subsequent orbits to determine the extent of the f loohg.  We h v e  noticed a few problems when ground resdng T31s 
algoridm with existing Hyperion data The presence of clouds or heavy smoke a?& a n  image can cause the algorithm 
to fail. 

The AI-ZOM SkZe LhversitJ. deveioped Snow-Water-Ice-Land ( S T I L )  a l g o r i h  is nsd to detect lake freeze tkm. 
cycles an8 sezsona! sea ice The SWIL algonthm uses SIX spectra: bands for analysis. 

In order for the spacecraft to respond autonomously to the science event, it must be able to mdependently perform 
the mmion planomg funcbon. l h s  reqmes software that can model all spacecraft and mssion consEamts. The 
CASPER' s o m a r e  performs k s  funcaon for ASE. CASPER represents the operatxons constramts m a general 
modelmg IanEuage and reasons about these constramts to generate new operaborn plans that revect sTacecrafr and 
mssion constrams and resources CL4SPER uses a local search approach- to del elop operanox plans 

Because onboard computing resources are scarce, CASPER must be very efficient in generating plans. U W e  a 
tqpical desktop or laptop PC may have 2000-3000 MIPS performance, 5-20 MIPS is more typical onboard a spacecrafi. 
Ln the case of EO-1, the Mongoose V CPU has approximately 3 MIPS.  Of the 3 s o h a r e  packages, CA4SPER is by far 
d e  most ~0mpUtati0~11y intensive. For that reason, OUT optimization efforts were focused on CASPE.R. Sime the 
software was already written and we didn't have h d m g  to make major changes in the software, w-e had to focus on 
developing an EO-1 CASPER model that didn't require a lot of planning iterations. For that reason, the model has only 
a handff of resources to reason zbout. This ensures + h t  CASPER is able to bilild a plan in tens of minutes on the 
relatively slow CPU. 

C.4.SPER is responsible for mission planning in response to both science goals derive? onboad as wdl as 
anomalies. In this role, CASPER must plan and schedule actiTtties to achieve science and engineering goals while 
respecting resotme and other spacecraft operations constraints. For example, when acquiring an initial image, a 
volcanic event is detec.ted. Thls event may warrant a high p r i o r i ~  request for a subsequent image of the target to study 
the evolving phenomena. In this case, CASPER modifies the operations plan to include Ihe necessary activities to re- 
imane. u Th~s may include determining the nex? over fight opportunity, ensuring that the spacecraft is pointed 
appropriately, that sufficient power, and data storage are araiiable, that appropriate calibration images are a c q ~ c 4  and 
that the i m w e n t  is properly prepred for the data acquisition. 



6. 0,1;BOARD ROBUST EXECCTIOS 

ASE uses the Spacecraft Command Lan,mge f‘SCL)’ to pronde robust execunon SCL is a s o h a r e  packzge that 
luTesates procedural progam;nmg mth a reai-me. ionlard-chaimng. rule-based system -4 pubhsh subscribe s o h  are 
bus. which is part of SCL, allows the &s~butlo;l of not&atlon and request messages to integmc SCT- =-I& e“.-: 
onboard software l%s design enables both loose or aght couplmg between SCL and other flight s o h a r e  as 
aypropnate. 

The S C L  “smart” executive supports the command and control function. Gsers can define scripts in an English-like 
m e r .  Compiled on the gound, those scripts can be dynmcally Ioaded onboard and executed at an absolute or 
relative time. Ground-based absolute time script scheduling is equivalent to the traditional procedural approach to 
spacecraft operations based on time. In the EO-1 experiment SCL scripts =e planned and scheduled by the C-4SPER 
onboard planner. The science analysis algonthms and S C L  work in a cooperative manner to generate new goals for 
CASPER. These goals are sent as messages on the s o h a r e  bus. 

Many aspects of autonomy are implemented in S C L .  For example, SCL implements xiany constraint checks that are 
redundant with those in d e  EO-1 fault protection soha re .  Before SCL sends each command to the EO-1 c o m n d  
processor, it undergoes a series of constraint checks to ensure that it is a valid command. - b y  pre-iequisite statts 
required by the command are checked (such as the communications systein being in the correct mod? to accept a 
command). S C L  also verifies that there is sufficient power so that the command does not mgger a low bus voltage 
conctition and that there is sufficient energy in the battery. Using SCL to check these constraints and including them in 
the CASPER model, provides an additional level of safe? TO the autonomy flight softwax. 

7. FLIGHT STATCS 

The ASE s o h a r e  was integrated under the flight version of X’xWorks in December 2002, and underwent testmg 
and integration with the n7ARP flight software. We tested the indnidual sofivlwe components to gain confidence 
before we performed an integrated fight test. 

The cloud detection algorithms were tested onboard in March 2003. The SCL s o k a r e  was tested onboard in M2y 
2003. This test involved starting up the SCL software, testing the s o h a r e  bridge between the SCL software bus and 
WARP sofiware bus, tes-e the SCL message and telenetry logs, t e skg  the sendizg of commands, and testiig the 
sending and executing of commands that performed a dark calibration of the Hq-perion instrument. 

In July 3003, a ground version of C-4SPER generated several plans that were subsequently uplinked and executed 
onboard. These plans included image data takes, maneuvers, and telecomrnunication passes. The purpose of this test 
was to prove that C.4SPER could generate valid plans that could be executed by the satellite. 

In August 2003, onboard decompression was tested. f i s  capability is used to compress the sofixare before u p h k  
because the uplink rate is only 2 Kbis. Without compression it would take more than a week to upload the entire ASE 
software. This test involved uplinlang several compressed files, decompressing them onboard, and then d o m w n g  
them. The files were then checked for errors. 

?h_p -A-SE s&-gze heen f l y h g  n&o& +&e EO-1 spacecraft skce J ~ ~ L T  2024. I= J~JL-G s d  Febr;L-< 2004, 
we tested several autonomous instrument data acquisition experiments using CASPEWSCL. n s  test involved 
uphlang a high level goal that includes a target location and a few instrument mode parameters. We have steadily 
increased the level of autonomy since this period. In ,4pd 2004, we started the first closed-loop execution where ASE 
autonomously analyzes science data onboard and triggers subsequent obsen-ations. So far, we have run over 13 of these 
bigger experiments m i t h  over 150 amonomously planned image data takes. Our most recent focus has been to expand 
the duration of the tests until ASE is c.ont~ollrng the sarelhte for 7 days straight. This dl involve over 100 
autonomously controlled image data acquisitions and over 50 pound conacts. 



8. IMPACT ON OPERITIOYS 

ASE can impact several aspects of spacecr& oFerat;Yons. n e  missioa planning process is sim&Aed beca3zs:ss. 5:: 
operations team no longer hzc to build detailed sequences of commands. The spacecraft can be commanded using high- 
level goals, which are then detailed by the plannm onhoard. Th_r ~rroci'ss~s 5f $ 6 5 ,  t.$d seqz:c-,ce, +oad 
sequence, execute sequence, dowdi& data, anal\ze datz, and build new sequence are entirely automated using ASE. 
For example, in the curre,nt EO-1 operations, a s i M c a n t  percentage of the images doanlinked are of no value because 
they are mostly covered in clouds. Using ASE, these images can now be discarded onboard and the satellite can acquire 
another image of a dsfferent area. T i s  saves time and labor for the mission planning team, science analysis tean, 
ground station team, flight operations team, and data processing and archive team. 

Due to computing lirmtations: the M E  architecture for EO-1 does not include an autonomous fault protectio2 
component. -Uthou& this -7asn't included for EO-1, it's a natural fit for the 4SE onbovd autonomy sofhare. Io one 
example, CASPER generates a mission level plan that includes a sequence of behaxior goals, such as producing thrust. 
The S C L  executive is responsible for reducing these goah to a control sequence, for exan$e, opening the rekvant set 
of valves leading to a main engine. A device, such as a valve, is commanded indirectly; hence, S C L  must ensure that the 
components along the control path to the device are healthy and operating before commandmg that device. Components 
may be faulty, and redundant options for achieving a goal may exisq hence, .Sa must ascertain the health state of 
componenti. d e e e  repair options when viable, and select a course of action among the space of redundant options. 
Adding this level of fault protection autonomy to a future mission could in theory, eliminate the spacecraft analysis 
team. The team would no longer be required to monitor the spacecraft health because that would be done onboard using 
model-based mode estimation and mode reconfamation. Tbe team would also not be required to respond to "safe-hold" 
periods because anomalies would be handled and reconfi_med onboard. c'sing +hs  s o h a r e  r c q ~ - e s  a greatei up front 
investment in budding the spacecraft models, but mucb of the underlyiig s o h a r e  h2s already been developed in 
research efforts. 

Using the onboard science analysis software can also save rime and labor for the science team "he feature detection 
algorithms can iden* speclfic features of interest m i h  the images. Tke spacecraft can then downlink the entire 
image when features are detected, only the detected features, or even a summary of the detected features. Scientists no 
longer have to analyze many different images to fmd a feature of interest. In fact, images that do not contain features of 
interest do not even have to be donalinked These algorithms can be particularly useful on bandwidth-limited missions 
3y returning the most important scienc.e data. 

9. COSCLUSION 

ASE on EO-1 demonstrates an integrated autonomous mission using onboard science analysis, replanning, and 
robust execution. The ASE performs intelligent science data selection that leads to a reduction in data downlink. In 
addition, the ASE increases science retam +%ro~gh autonomoss ie+&-geting. DeiiionsiraSon of these capabiiiries onboard 
EO-1 uill enable radically different missions with si-gificant onboard decision-making leading to novel science 
opportunities. The paradim shift toward highly autonomous spacecraft will enable future X4S-4 missions to ache\-e 
s i -dcant ly  greater science returns ~5th reduced risk and reduced operations cost. 
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